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Language Models Pre-training 
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Language Models Pre-training 

▪ It was originally designed for 
sequence-to-sequence (seq2seq) 
tasks
▪ E.g., machine translation

▪ Input: a sentence in English

▪ Output: a translation in Chinese

▪ It consists of an Encoder and a 
Decoder

Transformer Revisit

4/23/2025 Ref: Attention Is All You Need (NeurIPS 2017) 4

Encoder

Decoder



Language Models Pre-training 

• Attention mask enables flexible 
probabilistic modeling on what 
conditions are considered on.

Attention Mask

4/23/2025
Ref: Unified Language Model Pre-training for

Natural Language Understanding and Generation (NeurIPS 2019)
5



Language Models Pre-training 

• Different usages depending on the problem you are working on
• document mask trains multiple documents simultaneously and requires a 

token to only attend to other tokens in the same document

Attention Mask – Flex Attention

4/23/2025
Ref: FLEX ATTENTION: A PROGRAMMING MODEL FOR GENERATING

OPTIMIZED ATTENTION KERNELS (Arxiv 2024)
6



Language Models Pre-training 

Language Modeling – Generation (Open AI GPT, June 
2018)

4/23/2025
Ref: Improving Language Understanding

by Generative Pre-Training
7

• Pretraining corpus: BooksCorpus dataset including 7,000 
unique unpublished books

• Model size: 12-layer decoder blocks, 12 attention heads, 
768 dimensional states -> 117 million parameters. 



Language Models Pre-training 

Language Modeling – Masked Prediction (BERT, Oct 
2018)

4/23/2025
Ref: BERT: Pre-training of Deep Bidirectional Transformers for

Language Understanding (NAACL 2019), RoBERTa: A Robustly Optimized BERT Pretraining Approach (Submitted to ICLR 2020)
8

• Pretraining corpus: BooksCorpus dataset including 7,000 
unique unpublished books

• Training strategy: 15% mask rate
• If the i-th token is chosen, we replace the i-th token 

with (1) the [MASK] token 80% of the time (2) a 
random token 10% of the time (3) the unchanged i-
th token 10% of the time.

• Model size: 
• BERT BASE (L=12, H=768, A=12, Total 

Parameters=110M) 
• BERT LARGE (L=24, H=1024, A=16, Total 

Parameters=340M)
• Context length: 512 tokens

Special Tokens and Tokenizer



Language Models Pre-training 

Language Modeling – Masked Prediction (BERT, Oct 
2018)

4/23/2025
Ref: BERT: Pre-training of Deep Bidirectional Transformers for

Language Understanding (NAACL 2019)
9



Language Models Pre-training 

Transformer Architecture Evolution

4/23/2025 Ref: On Layer Normalization in the Transformer Architecture (ICML 2020) 10

Transformer++

Flash Attention

Rotary Position 
Encoding



Language Models Pre-training 

Language models vs. vision models

4/23/2025
Ref: AN IMAGE IS WORTH 16X16 WORDS:

TRANSFORMERS FOR IMAGE RECOGNITION AT SCALE (ICLR 2021), Masked Autoencoders Are Scalable Vision Learners (CVPR 2022)
11

ViT MAE

DINO…

• Different objectives + Encoding strategies…
• Hugging Face `transformers` is all you need



Genomic Language Models
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Genomic Language Models (gLMs)

• Leverage NLP techniques (LLMs) to understand biological sequences, e.g., DNA, RNA
• Different challenges from LLMs

• Long context and hierarchical interactions: short, long
• Non-functional regions: complex non-functional regions that overshadow the amount of functional elements
• Limited training corpus: whole-genome sequences

• Resulting in different model architectures other than Transformer
• Reducing quadratic complexity of multi-head attentions, E.g., HyenaDNA, Caduceus

4/23/2025 13



Genomic Language Models (gLMs)

• Transformer-based gLMs vs. Non-transformer-based gLMs

4/23/2025

Dalla-Torre, Hugo, et al. "Nucleotide Transformer: building and evaluating robust foundation models for human genomics." Nature Methods 
(2024): 1-11.

Nguyen, Eric, et al. "Hyenadna: Long-range genomic sequence modeling at single nucleotide resolution." Advances in neural information 
processing systems 36 (2023): 43177-43201.

14

• Sliding window (k-mers) tokenizer
• Masked token prediction
• Non-single-nucleotide resolution

• Up to 2500 tokens (15,000 bps)
• 500M and 2.5B

• Single-nucleotide resolution 
• Next token prediction
• Up to 1M context length

• 14M
• Recently, Evo2 has a 40B size

Transformer-based gLMs e.g., Nucleotide Transformer Non-transformer-based gLMs e.g., HyenaDNA



Transformer-based gLMs

• Tokenization: k-mers with overlapping

• Pre-trained dataset: human reference 
genome, length of the sequence 
between 5 and 510

• Downstream tasks:
• identifying proximal promoter regions

• identifying transcription factor binding 
sites

• recognizing canonical and non-canonical 
splice sites

DNABERT V1

4/23/2025
DNABERT: pre-trained Bidirectional Encoder  Representations from Transformers model for  DNA-language in genome 

(Bioinformatics 2021)
15



Transformer-based gLMs

• Binary classification on whether a 
sequence is a promoter
• TATA Promoters

• Non-TATA Promoters

• Eukaryotic Promoter Database (EPDnew)

• Baselines:
• DeePromoter

• CNN

• CNN + LSTM, CNN + GRU

DNABERT V1 - Identifying proximal promoter regions

4/23/2025 16



Transformer-based gLMs

• Binary classification on whether a 
sequence is a binding site
• 690 TF ChIP-seq uniform peak profiles 

from ENCODE database

• Baselines: expert models

DNABERT V1 - Identifying transcription factor binding 
sites

4/23/2025 17



Transformer-based gLMs

• Binary classification on whether a 
sequence is a binding site
• 690 TF ChIP-seq uniform peak profiles 

from ENCODE database

• Baselines: expert models

DNABERT V1 - Recognizing canonical and non-
canonical splice sites

4/23/2025 18



Transformer-based gLMs

• BPE tokenization

• Pre-trained dataset: 
• The human genome dataset is the one 

used in DNABERT (Ji et al., 2021), 
which comprises 2.75B nucleotide 
bases. 

• The multi-species genome dataset 
encompasses genomes from 135 
species, spread across 6 categories. In 
total, this dataset includes 32.49B 
nucleotide bases

• Nearly 12 times the volume of the 
human genome dataset

DNABERT V2 - Recognizing canonical and non-
canonical splice sites

4/23/2025 DNABERT-2: Efficient Foundation Model and Benchmark For Multi-Species Genomes (ICLR 2024) 19



Transformer-based gLMs

• Evaluation Benchmarks: 
GENOME UNDERSTANDING 
EVALUATION (GUE and GUE+)

DNABERT V2 - Recognizing canonical and non-
canonical splice sites

4/23/2025 DNABERT-2: Efficient Foundation Model and Benchmark For Multi-Species Genomes (ICLR 2024) 20



Transformer-based gLMs

DNABERT V2 - Recognizing canonical and non-
canonical splice sites

4/23/2025 DNABERT-2: Efficient Foundation Model and Benchmark For Multi-Species Genomes (ICLR 2024) 21

• Model comparisons



Transformer-based gLMs

DNABERT V2 - Recognizing canonical and non-
canonical splice sites

4/23/2025 DNABERT-2: Efficient Foundation Model and Benchmark For Multi-Species Genomes (ICLR 2024) 22

• Model comparisons



Transformer-based gLMs

• 6-mers without overlapping

• Pre-trained dataset: 
• The Human reference genome dataset hg38
• The 1000G dataset: genetic variants arising from different 

human populations

• The Multispecies dataset

• All models were trained on the Cambridge-1 Nvidia 
supercomputer system, using 16 nodes, each equipped with 
eight A100 GPUs, leading to a total of 128 A100 GPUs used

Nucleotide Transformer

4/23/2025
The Nucleotide Transformer: Building and Evaluating Robust

Foundation Models for Human Genomics (Nature Methods 2024)
23



Transformer-based gLMs

• BPNet:
• convolutional architecture from 

scratch on each of the 18 tasks

• Original, 121,000 parameters

• Large, 28 million parameters

• There are some tasks pre-trained 
models can achieve better 
performance.

Nucleotide Transformer

4/23/2025
The Nucleotide Transformer: Building and Evaluating Robust

Foundation Models for Human Genomics (Nature Methods 2024)
24



Transformer-based gLMs

• 6-mers without 
overlapping

• Next k-mers prediction

• Scale up to 1.2B

GENERator

4/23/2025 GENERator: A Long-Context Generative Genomic Foundation Model (Arxiv 2025) 25



Transformer-based gLMs

• Performance is very 
close to each other…

GENERator

4/23/2025 GENERator: A Long-Context Generative Genomic Foundation Model (Arxiv 2025) 26



Non-Transformer-based gLMs 

• Neural network for kernel materializations

• Convolutional neural network is implemented in matrix multiplication 
under hood.

• Still convolutional neural network but implemented using FFT

Hyena Operator

4/23/2025 27



Non-Transformer-based gLMs 

• Single-nucleotide resolution 

• Next token prediction
• human reference genome

• Up to 1M context length
• 14M
• Recently, Evo2 has a 40B size

HyenaDNA

4/23/2025 HyenaDNA: Long-Range Genomic Sequence Modeling at Single Nucleotide Resolution (NeurIPS 2023) 28



Non-Transformer-based gLMs 

• Single-nucleotide resolution 

• masked language modeling 
• human reference genome

• Up to 131k context length

Caduceus

4/23/2025 Caduceus: Bi-Directional Equivariant Long-Range DNA Sequence Modeling (ICML 2024) 29



Non-Transformer-based gLMs 

• Single-nucleotide resolution 

• masked language modeling 
• human reference genome

• Up to 131k context length

Caduceus

4/23/2025 Caduceus: Bi-Directional Equivariant Long-Range DNA Sequence Modeling (ICML 2024) 30



Non-Transformer-based gLMs 

• Single-nucleotide resolution 

• Next token prediction
• A pretraining phase at 8192 token context focused more on functional elements and midtraining phase 

during which we extend up to 1M token context length with more entire genomes in the data mix.

• Up to 1M context length
• 7B and 40B

• Pre-trained corpus (8.84 trillion tokens):
• Opengenome2
• prokaryotic genomes, Eukaryotic reference genomes, Metagenomes and RNA

Evo series

4/23/2025 Genome modeling and design  across all domains of life with Evo 2 (bioArxiv 2025) 31

https://huggingface.co/datasets/arcinstitute/opengenome2


Non-Transformer-based gLMs 

Evo series

4/23/2025 Genome modeling and design  across all domains of life with Evo 2 (bioArxiv 2025) 32

• Align well with deep 
mutational scanning 
(DMS) results in 
experiments

• Essentiality

Very unlikely

regions under stronger 
evolutionary constraint are 
also more sensitive to 
mutational likelihoods

Exon classification



Non-Transformer-based gLMs 

Evo series

4/23/2025 Genome modeling and design  across all domains of life with Evo 2 (bioArxiv 2025) 33

• Pathogenic: 致病的

• Benign: 良性

loss-of-function



Non-Transformer-based gLMs 

Evo series

4/23/2025 Genome modeling and design  across all domains of life with Evo 2 (bioArxiv 2025) 34

generate chromosome- and 
genome-scale sequences 
using unconstrained 
autoregressive generation 
(generate DNA sequences 
with similar lengths as those 
of the native sequence)

the sequence recovery of the Evo 
2 generated gene against the 
natural gene

Predicted rRNA, CDS, and 
tRNA counts in Evo 2



Fine-tuning Techniques:
Parameter Efficient Fine-Tuning 
(PEFT) 

4/23/2025 35



Taxonomy of PEFT for Large Models

4/23/2025 36

• Features

• injecting new trainable modules or parameters
• Representative methods

• Adapter-based, Soft Prompt-based e.g., Prefix-tuning, p-tuning, prompt-tuning

Additive Fine-tuning

• Features

• make a subset of model parameters trainable during fine-tuning
• Representative method

• Diff pruning

Selective Fine-tuning

• Features

• constructs a (low-dimensional) reparameterization of the original model parameters for training, 
then equivalently transforms it back for inference;

• Representative methods
• LoRA, SoRA, QLoRA

Reparameterized Fine-tuning

Token Embeddings

Adapter

K VK V

Prefix tuning

Prompt 
tuning

LoRA



Additive PEFT Methods

• Freeze model 
parameters

• Insert and fine-tune 
low-rank adapter layers 
after each FFN layer

• The performance is 
much better than fine-
tuning on selected top 
layers.

4/23/2025 37

Adapter

Token Embeddings

Adapter

K V



Additive PEFT Methods

• Stack: sequentially insert adapter layers

• Fuse: combine multiple pre-trained adapters

• Split: split an input sequence along the sequence dimension

• Batch split: split an input sequence along the batch dimension

• Parallel: parallel training and inference on different adapters

• Average: adapter ensembling

4/23/2025 38

Adapter Variations

In summary:
• Pros: flexible design space and can 

be applied to models other than 
transformers

• Cons: Induce extra inference cost 
due to extra layers



Additive PEFT Methods

• storing a small task-specific 
prompt for each task, and 
enables mixed-task inference 
using the original pretrained 
model

• T5 models
• One token is good for large-scale 

model (>10^9)

• increasing beyond 20 tokens 
only yields marginal gains

• Much better than prompts 
designed by GPT-3 

4/23/2025 39

Prompt Tuning 

Token Embeddings
Prompt 
tuning



Additive PEFT Methods

• prepends trainable prefix 
vectors P^K and P^V to the 
keys and values of the multi-
head attention block inputs

4/23/2025 40

Prefix Tuning 

Token Embeddings

K VK V

Prefix tuning



Additive PEFT Methods

• Turning LLaMA 7B into a 
multimodal instruction 
following model

• Add prefix tuning into the top 
L layers

• Introduce a zero-initialized attention to 
avoid bringing disturbance to the original 
word embeddings

4/23/2025 LLaMA-Adapter: Efficient Fine-tuning of Large Language Models with Zero-initialized Attention (ICLR 2024) 41

LLaMA-Adapter



Selective Fine-tuning

• Update parameters iff mask is 1

• Discrete binary mask
• L0 norm to achieve sparsity 

• However, L0 norm is not differentiable

• The author proposed a method to estimate the 
approximated gradient.

4/23/2025 42

Diff Pruning



Reparameterized Fine-tuning

• Use a low rank approximation (Down projection 
times up projection) to parameterize the model 
update

• B matrix is initialized as 0, which can avoid adding 
disturbance to the original feature space.

• “r” is a hyper-parameter

• After training, one can fuse the update into the 
original weight matrix.

• Pros:
• Without requiring extra inference cost

4/23/2025 43

LoRA

Token Embeddings



Reparameterized Fine-tuning

• In LoRA, “r” is a hyper-parameter.
• It would be good if there is a method can 

automatically learn a best “r” in the fine-tuning 
stage.

• AdaLoRA
• keep top singular values until the number of 

nonzero entries 

• Has orthogonal regularization

• SoRA
• adaptive rank selection in the learning process

• Post-pruning by selecting non-zero entry in the 
gate vector

• Smaller      , lower rank

4/23/2025 44

SoRA

AdaLoRA

SoRA



Summary

4/23/2025 45

• Three types of PEFT methods

• GLUE benchmark from the SoRA paper



Fine-tuning Techniques:
Distributed Training

4/23/2025 46



Distributed Training

Data Parallel

4/23/2025 47



Distributed Training

Sharded Training - DeepSpeed

4/23/2025 DeepSpeed: System Optimizations Enable Training Deep Learning Models with Over 100 Billion Parameters 48



Distributed Training

Sharded Training - FSDP

4/23/2025 PyTorch FSDP: Experiences on Scaling Fully Sharded Data Parallel (VLDB 2023) 49



Distributed Training

• Column-wise splitting and Row-wise splitting

Tensor Parallel - Megatron

4/23/2025 Megatron-LM: Training Multi-Billion Parameter Language Models Using Model Parallelism 50
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