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Cis-Regulatory Elements and Transcriptional Regulatory

Cis-Regulatory Elements (CREs) are regions of DNA that regulates the expression
of genes

CREs is crucial for numerous biological functions, with its disruption potentially
leading to various diseases
CREs often exhibit redundancy, allowing them to compensate for each other in
response to external disturbances
Single-cell sequencing technologies offer researchers an opportunity to understand
this regulatory redundancy

Notations
ATAC-seq x ∈ {0, 1}da (da > 120k), where each dimension of this vector indicates

the peak state in chromosomes
RNA-seq y ∈ Rdr , gene expression values regulated by the ATAC-seq

Transcriptional Regulatory A complex gene regulatory process y = F(x), where F
is a black-box function.
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Transcriptional Regulatory Redundancy Problem

Regulatory Redundancy Problem Given a target gene in y, what combinations of
entries in x are regulating the expression of the target gene.

Examples
Let’s say we have 4 cells, and a global removal is applied.

X =


1 · · · 1 0
0 · · · 0 1
1 · · · 0 0
0 · · · 1 1

 F
=⇒ Y =


0.7
0.1
2.2
0.9

 After
===⇒ X̃ =


0 · · · 0 0
0 · · · 0 1
1 · · · 0 0
0 · · · 0 1

 F
=⇒ Ỹ =


0.7
0.1

0.6 ↓
0.9


Challenges

The complex gene regulatory process function F is an indifferentiable black box
The combinatorial effect of multiple CREs is important but has been ignored by
most previous methods
x is sparse, discrete, and high-dimension. The combinatorial solution space of
subset(x) is vast, which means brute-force search is intractable
In this work, we propose GRIDS to solve the above challenges
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GRIDS: Build A Differentiable Surrogate F̂ with Neural Network

We train a differentiable surrogate F̂ to
mimic the black-box F

a neural network to act as a
differentiable surrogate F̂
F̂ can predict the transcriptional
regulatory process (an emulator to the
black-box regulatory function F).

y = F̂(x)
Figure: Deep Learning and the Natural
Sciences: A Perfect Marriage?

Questions
It requires an accurate surrogate model F̂ to F
Can we understand the transcriptional regulatory redundancy problem by
interpreting the surrogate F̂?
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GRIDS: Cross-modality Surrogate Mapping F̂

F̂ modeled by Auto-encoders

h(i)
a = fa

Enc(Wa
Emb(x(i))), h(i)

r = fr
Enc(Wr

Emb(y(i)))

Learn a joint embedding space to align RNA and ATAC sequences by adversarial
training

h̃(i)
r = fAR(h(i)

a ), h̃(i)
a = fRA(h(i)

r )

Enables cross-modality generations (e.g. ATAC-seq → RNA-seq)

RNA Encoder fr

Enc ATAC Encoder fa

Enc

RNA Decoder fr

Dec
ATAC Decoder fa

Dec

x̂ : 1101111 · · · 1110111ŷ :

x : 1101111 · · · 1110111y :

Cross-Modality Surrogate Mapping F̂

fARfRA

RNA-seq ATAC-seq

Embedding E

x ∼ C

Subset r

Global Explainations r
∗

❄
Surrogate F̂

x\r

Perturbations

L(F̂(x\r),y)

xj + 1[j ∈ r](pj − xj)

Perturbation Values p

Transition

Estimation

Indices

Transition T

Subset r

Learning

Forward

Backward

Cell Type
VIP

Oligo

Exc

Astro

OPC

Micro

Endo

SST

<latexit sha1_base64="mer44BpXeYFzB7U7ryuQgnok6WM=">AAACCXicbVC7SgNBFJ2Nrxhfq5Y2gyGQKuxaRMuIiikVTBSSEGYnd82Q2Qczd8WwBBux8Qss7W0sFLH1D+z8GyePQqMHBg7nnMude7xYCo2O82VlZmbn5heyi7ml5ZXVNXt9o66jRHGo8UhG6sJjGqQIoYYCJVzECljgSTj3egdD//wKlBZReIb9GFoBuwyFLzhDI7Vt2kS4Rs9Pj/cPXXp0bYb1MEyrwDBg8aBt552SMwL9S9wJyVdmCjevD7ePJ237s9mJeBJAiFwyrRuuE2MrZQoFlzDINRMNMeM9dgkNQ0MWgG6lo0sGtGCUDvUjZV6IdKT+nEhZoHU/8EwyYNjV095Q/M9rJOjvtVIRxglCyMeL/ERSjOiwFtoRCjjKviGMK2H+SnmXKcbRlJczJbjTJ/8l9Z2SWy6VT00bRTJGlmyRbVIkLtklFVIlJ6RGOLkjT+SFvFr31rP1Zr2PoxlrMrNJfsH6+Aafg51B</latexit>

GAD1 Expression Heatmap

<latexit sha1_base64="2+UMUjNubMsLrTy2Oqm12ikvWyA=">AAACC3icbVA9SwNBEN3z2/gVtbRZDAEbw51FtEwQQSxExaiQhLC3NxcX9/aO3TkxHMHGwsYfYOkfsBFUxNY/YOe/cZNY+PVg4PHeDDPz/EQKg6774QwNj4yOjU9M5qamZ2bn8vMLRyZONYcaj2WsT3xmQAoFNRQo4STRwCJfwrF/ttnzj89BGxGrQ+wk0IxYW4lQcIZWauWXGwgX6IdZ9bC6uXqwW6U7sVBItyIfgkCotum28gW35PZB/xLvixQqw8XLx9uru71W/r0RxDyNQCGXzJi65ybYzJhGwSV0c43UQML4GWtD3VLFIjDNrP9LlxatEtAw1rbsHX31+0TGImM6kW87I4an5rfXE//z6imGG81MqCRFUHywKEwlxZj2gqGB0MBRdixhXAt7K+WnTDOONr6cDcH7/fJfcrRW8sql8r5NY4UMMEGWyDJZIR5ZJxWyTfZIjXByTe7JE3l2bpwH58V5HbQOOV8zi+QHnLdPQOSdhQ==</latexit>

ATAC-RNA Joint Embeddings

🔥

🔥

<latexit sha1_base64="lDeVIM5BZfP1LDogje8CwFrhiuI=">AAACC3icbVC7SgNBFJ01PmJ8RS1thgQhVdi1UMtAGssI5gFJCLOTm2TI7Owyc1cMS7CxsPEDLP0BG0FFbP0BO//GyaNQ44GBwznncuceP5LCoOt+OUup5ZXVtfR6ZmNza3snu7tXM2GsOVR5KEPd8JkBKRRUUaCERqSBBb6Euj8sT/z6JWgjQnWBowjaAesr0ROcoZU62VwL4QqTqopAY6x96NIySEkrYRTLaWbcyebdojsFXSTenORLqcPr5/ubh0on+9nqhjwOQCGXzJim50bYTphGwSWMM63YQMT4kPWhaaliAZh2Mr1lTA+t0qW9UNunkE7VnxMJC4wZBb5NBgwH5q83Ef/zmjH2TtuJUFGMoPhsUS+WFEM6KYZ2hQaOcmQJ41rYv1I+YJpxtPVlbAne35MXSe2o6B0Xj89tGwUyQ5ockBwpEI+ckBI5IxVSJZzckkfyQl6dO+fJeXPeZ9ElZz6zT37B+fgGYnie2w==</latexit>

Unperturbed Cell Population

Frozen

Tunable

❄
🔥
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GRIDS: Global Feature Explanation for Regulatory Redundancy

Use global feature explanation to
understand regulatory redundancy

Feature Explanation explains the
reason of decision made by the model
through adding perturbations on
inputs
Given a target gene in y, how to use
global explanation to find a subset r of
k indices out of the entire dimension
of x?
Local Feature Explanation seeks to
explain individual predictions

Instance-wise explanation
Global Feature Explanation seeks to
characterize a model’s decisions across
a population of instances

MNIST example (flip model
predictions from 8 to 3)
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GRIDS: Finding Global Subset Perturbations by End-to-End Learning

Directly applying pervious global feature
explanation method is challenging

ATAC-seq x is sparse, discrete, and
high-dimension
Finding a combinatorial subset is too
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Introduction & Motivation Methodology Experiment Results Conclusion

GRIDS: Understanding Transcription via Global Feature Explanation

Global Explanation Measurement
How much a model’s performance degrades over observed samples when features are
perturbed

r∗ = argmin
r

Ec∼C[L(F̂(x\r), y)]

r a subset of L peak indices r = {r1, . . . , rL} to be perturbed
- across a population of cells C
- solution space:

(da
L
)

x\r denotes the perturbed features indicated by r (i.e, x\r,rj = prj ) (special
case, removing features if p = 0)

L a loss measurement for expected performance degradation

Problem
The objective involves discrete operation, which is reformulated as
x\r,j = xj + 1[j ∈ r](pj − xj) to enable auto-differentiation
The challenge of combinatorial subsets persists
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GRIDS: Learning Subset Perturbations by Estimating State
Transition

Subset Transition Matrix for Gradient Estimation

gradient w.r.t the input embedding

G = ∂Ec∼C[L(F̂(x\r), y)]/∂Wa
Emb(x\r)

construct the transition matrix T ∈ RL×da via first-order approximation
Ti,j in the matrix represents the advantage value of transitioning from replacing
the previous index ri with the new index j

dj = Gj · (Wa
Emb(p)j − Wa

Emb(x)j)

Ti,j = 1[j /∈ r]dj − 1[j ̸= ri]dri

Perturbation Subset Update Mechanism
Coordinate descent method for updating the subset with one element at a time
Need to implement a custom PyTorch optimizer
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Datasets & Experimental Setup

MNIST Dataset To find combinatorial effects found by GRIDS, we conducted
experiments on the binary digit classification using MNIST as a start, to better
explain our idea.

Flip model predictions from 8 to 3
Real Single-cell Dataset We curated a set of deeply-sequenced single-cell
multi-modal data from postmortem human pre-frontal cortex (PFC).

10, 266 cells with 8 different cell types

Cell Type
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SST
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Demo Experiments on MNIST with GRIDS

Experiment Setup and Results

A pretrained binary classifier (8 vs. 3)
that achieves 97.9% accuracy over the
test set
Flip prediction from 8 to 3 by masking
L = 64 the most important pixels (i.e.,
p = 0)
GRIDS achieves a combinatorial
pattern similar to that of SAGE

Apply perturbations to ATAC-seq x
The pixel here is analogous to the binary
entry in the ATAC-seq x, while the binary
classifier corresponds to the surrogate F̂

E
x
p

la
n

at
io

n
s
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The Surrogate Model F̂ Accurately Models the ATAC-to-RNA
Relationship

Comparing the mean expressions between cell types and between the observed
and translated cohort
The averaged expression change (Avg. ∆) and the ratio of expression change
against the original value (Rel. ∆)
The predicted marker gene expression with actual values are pretty same
UMAP of four key marker genes also similar
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GRIDS consistently outperforms all baselines across each cell type on
finding global explanations

Learning global perturbations for specific marker gene of each cell type
Among all the model, GRIDS achieves worst avg, which means it can find
important CREs
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Introduction & Motivation Methodology Experiment Results Conclusion

GRIDS consistently outperforms all baselines across highly-expressed
gene sets from two representative cell types

Top 100 Highly Expressed Genes Expression Changes in VIP and Microglia by
masking L important CREs
GRIDS can also gives global explanation even with a wide range of genes
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GRIDS can identify CREs with biology insights

Calculate CRE-to-gene distance with Soft Hit Ratio and Hit Ratio
Soft Hit Ratio (SHR) measures how many of the reported L CREs are located in
this neighborhood
Hit Ratio (HR) calculates an exact match
GRIDS’s global explanations gives a larger percent of directly interacting CREs
verified in experiments
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Conclusion

GRIDS uses a combination of surrogate modeling and learnable perturbations to
analyze the regulatory redundancy problem.
The findings indicate that GRIDS provides more semantically meaningful feature
importance values, enabling effective analysis of regulatory redundancy across
extensive genome regions.
To our knowledge, this study is the first to integrate global feature explanations
with regulatory redundancy analysis in the context of single-cell multi-modal data.
GRIDS has the potential to significantly impact biological research.
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Thanks for your listening!
Q & A
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